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LOFT: INTUITION AND APPROACH

NEW METRIC FOR FILTER DISTANCE
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FINDING WINNING TICKETS FASTER

Filter distance between filter during
training and the winning filter

Input and output layer is not partitioned.

LOFT ACHIEVES LOWER COMMUNICATION CosSsT

Each subnetwork can be trained for multiple local iterations.

Each worker holds a smaller filter and a subset of the channels in the hidden layers.
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THEORETICAL RESULT: LOFT TRAJECTORY STAYS NEAR GD TRAJECTORYE

Let X € R"**P be the input data and y € R" be the labels. Let f be a one-hidden-layer CNN with only the first layer filters W
trainable. Let {W,;}Z_, and {W,}Z_, be the weights in the trajectory of LOFT and GD. Let S be the number of workers.

Theorem 1. Assume the number of hidden filters satisfies m = (2 (”4T2

52
probability at least 1 — O (0) we have:
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max{n, d}) and the step size satisfies n = O (2%). Then, with



